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1 Introduction

A number of approaches to construct a knowledge base for machines have been
proposed. The Cyc project[1] manually constructed a knowledge base by using
an artificial knowledge representation language. Such an approach, however, has
not succeeded because of the heavy cost of construction and the difficulty in
maintaining its consistency.

On the other hand, there is a growing interest in approaches which generate
a knowledge base from a large amount of text corpora automatically. Among
several types of corpora, dictionaries are a promising resource for a knowledge
base[2, 3].

A dictionary consists of a set of definitional sentences about words or con-
cepts, usually using sentential patterns. This paper proposes a method of dis-
covering these definition patterns. Once definition patterns are discovered, they
can be useful for automatically generating of knowledge base from a dictionary.

2 Discovery of Definition Patterns

The structure of a Japanese sentence can be described well by the dependency
relation between bunsetsus. A bunsetsu is a basic unit in the Japanese language,
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consisting of one or more content words and
the following zero or more function words. The
dependency structure of a Japanese sentence
can be represented as a graph, in which bun-
setsus map to vertices, and dependency re-
lations between bunsetsus map to edges, as
shown on the left.

In such a representation, any sub-sentential pattern can be regarded as a
subgraph. The definition patterns which we want to discover automatically are
fixed and important phrases or clauses. It is difficult to define exactly what the
definition patterns are, however, they meet at least the following three criteria:
1) they probably occur frequently, 2) the bigger they are, the more important
they seem to be, and 3) they can include semantic classes, instead of real words.

Since these criteria are trade-offs, we need an evaluation function to balance
them. Therefore, we employ the Minimum Description Length (MDL) princi-
ple, proposed by Rissanen[4]. The MDL principle is a principle for both data
compression and statistical estimation.



In our task, we define the description length of a set of graphs, each of which
represents a definition sentence. Then, we look for a subgraph which minimizes
the description length when the occurrences of the subgraph are reduced into a
new single vertex. The detected subgraph is supposed to be a good definition
pattern. Our method iterates the above process until such a subgraph cannot be
detected anymore.

3 Algorithm

In order to reduce the size of the search space, we place two restrictions.

– Only the top-n frequent pairs of vertices are considered as the candidate
subgraphs1.

– Only the semantic classes that exist within the thesaurus in the form of a
cut of a tree are considered[5]

4 Experiment and Discussion

In our experiment, Reikai Shogaku Kokugojiten, a Japanese dictionary for chil-
dren, and Bunruigoihyou, a Japanese thesaurus, were used.

From this dictionary, we discovered many definition patterns which satisfy the
three criteria mentioned in Sec. 2. For example, “Shuto-wa ‘capital is’ PLACE”
(PLACE denotes a semantic class) was discovered from the definition sentences
for America, Japan, and so on. “Shigoto-ni ‘occupation’ shite-iru ‘doing’ hito
‘person’ ” was discovered from singer, painter, cook and others.

We are planning to investigate the detected definition patterns from the
linguistic view point. We also have to improve our search algorithm.
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1 The iterative detection of pairs of vertices can find bigger subgraphs consisting of
three or more vertices. For example, A–B is first detected and reduced into A’, then
A’–C is detected, which means that we find A–B–C subgraph.


